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Abstract

We provide a new perspective on the relation between the space of description of an object and the appearance
of novelties. One of the aims of this perspective is to facilitate the interaction between mathematics and historical
sciences. The definition of novelties is paradoxical: if one can define in advance the possibles, then they are not
genuinely new. By analyzing the situation in set theory, we show that defining generic (i.e., shared) and specific
(i.e., individual) properties of elements of a set are radically different notions. As a result, generic and specific
definitions of possibilities cannot be conflated. We argue that genuinely stating possibilities requires that their
meaning has to be made explicit. For example, in physics, properties playing theoretical roles are generic; then,
generic reasoning is sufficient to define possibilities. By contrast, in music, we argue that specific properties matter,
and generic definitions become insufficient. Then, the notion of new possibilities becomes relevant and irreducible.
In biology, among other examples, the generic definition of the space of DNA sequences is insufficient to state
phenotypic possibilities even if we assume complete genetic determinism. The generic properties of this space are
relevant for sequencing or DNA duplication, but they are inadequate to understand phenotypes. We develop a
strong concept of biological novelties which justifies the notion of new possibilities and is more robust than the
notion of changing description spaces. These biological novelties are not generic outcomes from an initial situation.
They are specific and this specificity is associated with biological functions, that is to say, with a specific causal
structure. Thus, we think that in contrast with physics, the concept of new possibilities is necessary for biology.
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1. Introduction

The theory of evolution assumes that current life
forms are the result of variations of preceding life forms.
Since past life forms did not have all the features of cur-
rent ones, it is necessary to think that novelties appear
(and disappear) in the process of evolution. As a result,
developing this theory has immediately led to ponder
on biological novelties, and both Lamarck and Darwin
discuss them (Muller & Wagner, 1991). The current phy-
logenetic classification of living beings uses the concept
of novelty as a way to estimate the genealogical rela-
tionship between taxa. For example, phylogenetic trees
minimize the number of novelty appearances to maxi-
mize the coherency of the classification. In general, the
concept of open-ended evolution is central to biology,
and some authors even use this notion to define living
systems (Ruiz-Mirazo et al., 2004).
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However, themathematical modeling of novelties has
been more neglected. For example, population genetics
usually describe abstract traits and their consequences on
fitness. In this field, the space of possibilities is therefore
limited to allele frequencies and phenotypic novelties,
if any, are postulated, not explained. By contrast, the
artificial life community is struggling to provide compu-
tational frames displaying open-ended evolution, where
”open-ended” is an ambiguous concept which embeds
some idea of generating novelties. “The particular prop-
erties that characterize open-ended evolution are tricky
to pin down and often lack consensus […]. Yet despite
the difficulty of precisely pinpointing this phenomenon,
a major goal of artificial life (alife) research remains to
observe open-ended evolution in an alife simulation (Be-
dau et al., 2000). In fact, there is little doubt that no
algorithm yet devised has fully reproduced it.” (Soros &
Stanley 2014) There is an intuitive reason why this goal
of alife is challenging and more generally why there is
a tension between mathematics and the notion of nov-
elty. In mathematics, the structure of logical proofs
is hypothetic-deductive, meaning that there should be
nothing genuinely new in the proof after the hypothe-
ses have been formulated. The same applies, mutadis
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mutandis, to computational frameworks.
Let us consider a few definitions of novelty in evolu-

tionary biology. Most of these definitions discriminate
the relevant novelties from the irrelevant ones on the ba-
sis of a given theoretical perspective, but they do not
expand on the newness of novelties per se. For example,
Mayr proposes a definition focused on adaptation where
biological novelties are “any newly acquired structure or
property that permits the performance of a new function,
which, in turn, will open a new adaptive zone” (Mayr
1963). Other definitions emphasize development: “[an
evolutionary novelty is] a novel trait [based on] a quali-
tatively distinct developmental variant” ( West-Eberhard
2003). These definitions aim to discuss what are the
biologically relevant novelties according to a given the-
oretical perspective. We agree that this is an aspect of
the problem. However, these definitions are mostly tau-
tological concerning what it means for something to be
new. A self-contained notion of novelty should intrinsi-
cally define being new. Muller &Wagner (1991) provide
a more precise definition by stating that “a morphologi-
cal novelty is a structure that is neither homologous to
any structure in the ancestral species nor homonymous
to any other structure of the same organism.” Here,
the concept of novelty is defined by the heterogeneity
with respect to a history and the rest of the organisms
considered. This notion has lead to a specific research
program which defines novelty by development (Wag-
ner & Lynch, 2010). However, novelties associated with
the functioning of organisms and a fortiori functions are
then excluded. Moreover, this notion cannot be used
straightforwardly in the mathematical thinking on nov-
elties which, we argue, is a more general problem.

Emergence is a philosophical concept that is relevant
for novelty. Typically, emergence corresponds to two no-
tions that are analytically distinct. The first is synchronic
emergence which is concerned with the irreducibility of
a system to the analysis of its components when they
are in isolation (or in simpler systems). The second, di-
achronic emergence, is of direct interest here because it
is defined by the notion of novelty (Stephan, 1999; Bich
& Bocchi, 2012). Diachronic emergence typically comes
in different variants depending on the predictability and
reducibility of novelties from the initial state of affairs.

Let us consider a few physical situations which can
be interpreted as modeling the appearance of novelties
and are regarded as models of emergence (Anderson,
1972; Anderson & Stein, 1985). Novelty in physics can-
not just be the appearance of a specific configuration
that never appeared before. For example, it is clear that
the microscopic state (position and momentum of all
particles) of a gas at equilibrium in a room is new in the
sense that the odds of it occurring twice in the universe’s
lifetime are vanishingly small. However, as far as equi-
librium thermodynamics is concerned, this precise state
does not represent something new: the macroscopic de-
scription of the gas will match those at other time points

and is stationary for all intents and purposes. By con-
trast, the formation of a crystal from a liquid or a gas
involves the appearance of patterns corresponding to
the directions of the periodic disposition of atoms or
molecules. These “new” patterns play a theoretical and
causal role since they explain why crystals do not have
the same mechanical and electrical properties in all di-
rections, unlike gases and liquids. Think for example of
graphite which tends to break along specific directions
or crystals which tend to have facets. In these situations,
macroscopic structures that were not present in the ini-
tial conditions appear and are theoretically meaningful.
Diachronic emergence is also relevant for chaotic dynam-
ical systems where the unpredictability of the outcome
is the matter of philosophical interest (Stephan, 1999).

These models of physical phenomena are defined by
stable equations and space of possibilities; however, sev-
eral authors, including myself, argue that these assump-
tions are inadequate for biology and propose alternative
viewpoints. Recent theoretical works study the conse-
quences of novelty and argue that biology requires a
framework for changes of possibility space (Kauffman,
2002; Longo &Montévil, 2011, 2013a, 2014; Longo et al.,
2012; Montévil et al., 2016; Loreto et al., 2016; de Vladar
et al., 2017) and that the same applies to economy (Koppl
et al., 2015; Kauffman, 2016). From a philosophical
perspective, the issue pertains both to emergence (Bich
& Bocchi, 2012) and process philosophy (Koutroufinis,
2014, 2017). In these approaches, the object is not well
described by an invariant mathematical space. Instead,
the objects require that mathematical spaces change over
time.1 More generally, invariantmathematical structures
do not define these theoretical frameworks; instead, they
aim to accommodate changing mathematical structures.
One aim of these frameworks is to accommodate bio-
logical novelties. However, an explicit analysis of the
concept of novelty in this context is still required and
this paper precisely aims to perform such an analysis.

In this paper, we discuss the notion of new possibili-
ties and some of its conceptual challenges. In particular,
we aim to provide a framework to respond to typical ob-
jections by mathematicians and physicists. These objec-
tions correspond to the following line of reasoning. We
can always define spaces that are large enough to seem-
ingly accommodate every possibility so that there is no
need for the concept of new possibility and the concept
of possibility is sufficient. For example, spaces of all pos-
sible forms should be able to accommodate all biological
shapes, or spaces of all possible mathematical functions
should be sufficient to model any biological interactions.
This reasoning enables physicists and mathematicians
to think about the situation in the hypothetic-deductive

1The mathematical space used to describe an object is the combina-
tion of all the quantities that are used to describe its state. For example,
a cell population can be described by the number of cells 𝑛 and the
corresponding mathematical space is then the positive integers.
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framework that we mentioned in the beginning of this
section. In practice, the spaces of possibilities used are
far smaller but remain static, for example, in physical ap-
proaches to evo-devo (Zhu et al., 2010). In another con-
text, this line of reasoning leads to the historical thought
experiment considering the set of all books of a given
length. This idea has been discussed by Leibniz (1991,
p.61) and popularized by Borges (1998) under the name
of the Library of Babel. Such a construct seems to ex-
clude the notion that human arts and sciences generate
new books and that paradigm shifts entail new possibili-
ties for books.

To gain a better understanding of the concept of nov-
elty and of new possibilities, we start from a paradox
that stems from Bergson’s work. Bergson discusses the
case of symphonies and states that a symphony is not
possible before it becomes real because conceiving the
precise possibility of a symphony is equivalent to com-
posing it. However, we point out that one can define the
set of all possible music scores as the set of combinations
of musical symbols. We show that the confrontation of
these two lines of reasoning leads to a paradox. We then
argue that the concepts of possibility and of novelty re-
quire a more precise discussion than a set theoretical
definition. Defining generically the elements of a set is
not the same thing as defining the individual properties
of each of its elements. In a second part, we apply this
discussion to biology. We show that the notion of new
possibilities is relevant even from perspectives that seem
incompatible with it, such as genetic determinism. We
characterize the notion of novelty in physical models of
self-organization and conclude that they do not require
new possibilities. We then elaborate on biological nov-
elties and argue that new possibilities are relevant. We
will also show that novelties associated with biological
functions have a special theoretical role.

2. New possibilities: an enlightening paradox

Several authors have recently emphasized the need
to take into account changes of the space of descrip-
tion of biological objects (Kauffman, 2002; Longo &
Montévil, 2011, 2013a, 2014; Longo et al., 2012; Mon-
tévil et al., 2016; Loreto et al., 2016). In Montévil et al.
(2016), we argue that this assumption is part of a fun-
damental theoretical principle: the mathematical space
required to describe and understand the organization
of an organism may change with the flow of time, both
in life cycles and over evolutionary time scales. In these
frames, changes of possibility space are a counterpart to
the qualitative changes of biological objects which, in
evolutionary theory, lead to the remarkable diversity of
current life forms. This perspective is foreign to physics
where the possibility space is always postulated as an a
priori of the theoretical description.

In this section, we will discuss in greater details the
concept of new possibilities. This concept is a core com-

ponent of Bergson’s philosophy of time. It underlies the
philosophical understanding of the creativity of living
beings in evolution. We will use the following text to
show a paradox that helps to understand new possibili-
ties.

When a musician writes a symphony, was his
work possible before it became real? Yes, in
the sense that there was no insurmountable
obstacle to realize it. However, it is easy to
shift from this entirely negative meaning of
the word to a positive one without noticing
it: one pictures that everything that happens
may be perceived beforehand by a sufficiently
informed mind, and thus preexist in an ideal
form to its realization; — this idea is absurd
in the case of a work of art since as soon as
the musician has a precise and complete idea
of the symphony he is going to produce, the
symphony is done. Neither in the mind of the
artist nor, a fortiori, in any other mind com-
parable to ours, even impersonal or merely
virtual, would the symphony lay as a possibil-
ity before it became real. (Bergson 2014, we
translate.)

We think that this statement of Bergson leads to a
paradox and that this paradox is key to a better under-
standing of the concept of novelty. The paradox is that it
is possible to define a set which includes all written sym-
phonies, thus arguably all possible symphonies, and, at
the same time, that there is no obvious flaw in Bergson’s
reasoning. Can we define the possibility of a symphony
without composing it?

There is a standardized way to write classical music
and the writing of a symphony leads to a music score: a
finite sequence of symbols from a finite set of symbols
(the notes and their kinds). Let us call𝑀𝑠 the set of mu-
sic scores for a given set of instruments. 𝑀𝑠 is a count-
able set, and the set of all possible symphonies seems to
be mathematically well-defined. 𝑀𝑠 is based on the same
principle as Leibniz (1991) and Borges (1998) idea of a
library containing all books of a finite, given length in
our alphabet. We are aware that some composers use
extended writing systems, that new musical instruments
get continually invented, and that the symphony is not
just its music score. However, we focus on the difficulty
raised by the concept of novelty when a space of descrip-
tion is well-defined, which is the situation that seems the
most opposed to a strong notion of novelty.

Let us now phrase our paradox. By defining 𝑀𝑠, it
seems that we define all possible symphonies. At the
same time, Bergson’s reasoning has no obvious flaw:
having a precise and complete idea of the possibility of a
symphony implies that this symphony has already been
composed. To solve the discrepancy between these two
line of reasoning, we will argue that defining𝑀𝑠 is very
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different from defining musically relevant symphonies.
The core of our argument is the distinction between
the set 𝑀𝑠 of possible music scores defined by a writ-
ing system and the putative set of possible symphonies
endowed with an assessment of their musical quality.

2.1. Defining a set differs from defining each of its elements
individually

In the following discussion, we carefully analyze the
meaning of defining a possibility. We want first to in-
troduce a conceptual distinction between mathematical
objects defined collectively, in a generic manner, and the
actual definition of an individual or specific element.

An example will show why this distinction is manda-
tory in mathematics. In a given logical axiomatic, the
possible definitions that one can produce form a count-
able set: the possible definitions are as numerous as nat-
ural numbers: they are finite combinations of symbols
from a finite set of symbols. However, the set of real
numbers is not countable; it has a larger cardinality than
natural numbers. In this sense, there are far more real
numbers than usable definitions of specific real numbers.
The real numbers that can be defined individually, such
as 𝜋 or 1

2 , are very few in comparison with the ones that
cannot be defined individually. Actually, the probability
of being able to define specifically a real number chosen
randomly2 is zero. Another way to emphasize this point
is to say that there are more real numbers that possible
names to name them individually, which makes most
individual real numbers ineffable.3 Real numbers can
still be defined, for example using the Dedekind cut, but
this definition is a generic one. Thus, defining a set of
possibilities generically and individually defining each
one of its elements are very different notions.

The lack of specific definitions for each real numbers
does not prevent mathematical reasoning on them. In-
stead of reasoning on specific numbers, in most cases,
reasoning involves generic properties where numbers
appear as generic variables. For example, the statement
𝑥2 ≥ 0 is valid for any real number 𝑥 and this statement
is about a generic 𝑥. Any given set of axioms enables
mathematicians to discuss only certain properties which
are the properties of a few individual cases and generic
properties.

Since only finite proofs are possible, it is only possible
to handle a finite number of specific cases. As a result,
reasoning on infinite sets requires generic statements.
For example, induction on natural numbers consists
in the proof of a generic formula 𝒫(𝑛) for 𝑛 = 0 (or

2Here randomly means, for example, a number chosen randomly
in a finite interval with the uniform probability distribution.

3 The axiom of choice illustrates this point. The axiom of choice
enables the mathematician to pick specific numbers without an explicit
method to do so. In this sense, the action of choosing a specific number
becomes generic. An axiom is required for this operation because such
a method cannot be constructed.

any finite number of individual cases) and then on a
proof that for a generic 𝑛,𝒫(𝑛) implies𝒫(𝑛 + 1). Then,
the axiom of induction states intuitively that the validity
of 𝒫 is “propagated” from 𝑛 = 0 to all 𝑛. Note that in
the case of natural numbers, unlike real numbers, every
number can be defined individually, by counting for
example. Nevertheless, it is never possible to actually
define all natural numbers individually because there is
an infinity of them: counting has no end.

From the viewpoint of mathematical logic, we thus
have three different situations for the definition of indi-
vidual properties:

• The set is defined, but not all of its elements can
be defined individually within any axiomatic, like
in the case of the real numbers.

• The set is defined, and all individual elements can
be defined in principle. However, any actual dis-
cussion can only involve a subset of individual ele-
ments because the set is infinite. A paradigmatic
example is the set of natural numbers.

• The set is finite, and there is no principled limita-
tion.

Let us now go back to symphonies. The definition
of the set of music scores 𝑀𝑠 is a generic definition.
The paradox that we exposed stems from the idea that
defining𝑀𝑠 would be enough to define all possible sym-
phonies so that 𝑀𝑠 would include the writing of any
symphony before it is composed. However, we have
shown that conflating the generic definition of a set and
the individual definitions of its elements is not logically
correct. In Bergson’s words, defining a set does not
always provide a “precise and complete idea” of all its
individual elements. Now, does this line of reasoning ap-
plies to symphonies? 𝑀𝑠 is countable since music scores
are finite combinations among a finite number of sym-
bols. Therefore, 𝑀𝑠 is comparable to natural numbers
and all individual music score can be defined by a finite
axiomatic, even though only a few of them can be de-
fined in any discussion. However, is this sufficient to
define all the possible symphonies?

2.2. The relevant properties are what matters
To state the possibility of a symphony, we think that it

is necessary to check at least that the putative symphony
is an admissible symphony and not just any sequence
of symbols. Here, ”symphony” means loosely a musical
piece that a music lover enjoys.4 The set of music scores
which are symphonies would be a subset of all possible
music scores𝑀𝑠. The issue lies in the definition of this

4For example, this notion could be implemented in a similar way
than Turing’s imitation game (Turing, 1950), with listeners deciding
whether a piece is admissible.
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set. Even in mathematical logic, problems in the defini-
tion of a set are not circumscribed to the definition of
individual elements. The issue is sometimes to decide
whether elements are part of the set or not. For example,
the definition of subsets of natural numbers may require
far more complex logics than the definition of natural
numbers themselves. Defining a subset is a problem that
also appears when the definition depends on the world.
For example, the set of the couples (year, French presi-
dent elected) are a subset of numbers × string of characters.
However, the number of elements of this set that we can
enumerate depends on when we are performing this enu-
meration.

In sciences, properties which have an explanatory
role are central, and it should be the same when defin-
ing possibilities and novelties. In physics, it is usual for
relevant properties to be generic. For example, the force
exerted on an object 𝐴 in free fall is 𝑚�⃗� where �⃗� is the
gravity field, and 𝑚 is the mass of 𝐴. The analysis of free
fall does not depend on the individual values of 𝑚 — be-
ing real numbers most individual masses are ineffable
— or on the nature of the object. Instead all possible 𝑚
lead to the same analysis of trajectories. The genericity
of the analysis is possible because physics is not about
quantities. Instead, physics is based on (generic) rela-
tions between quantities.

In general, dynamical systems are analyzed for generic
values of their parameters, with possible punctual bi-
furcation points corresponding to qualitative changes
in the dynamics. Similarly, physicists analyze generic
initial conditions. Sets of initial conditions lead to the
same qualitative dynamics, and these sets are called the
basin of attraction of this qualitative dynamics.

These qualitative changes are another example of our
discussion in the previous section: mathematics can treat
a finite number of individual cases and an infinite num-
ber of generic cases. In some situations, there is a finite
number of bifurcations, and a discussion of every indi-
vidual case is possible. In other situations, the number of
bifurcations is infinite, but their process is generic which
makes an exhaustive analysis possible. We will expand
on this point as it illustrates the plasticity of reasoning
in terms of genericity and ultimately the importance of
this concept.

We will consider the paradigmatic example of the pe-
riod doubling scenario in the case of the logistic map.
These dynamics depend on a parameter 𝑟 with values
between 1 and 4. For 𝑟 between 1 and 3, the trajectory
tends towards a single point ((𝑟 − 1)/𝑟). For 𝑟 between 3
and 1 + √6, the dynamics tends to oscillate between two
different values. For now, we have two sets of generic sit-
uations, which can be analyzed individually and which
correspond to qualitatively different behaviors. Now
the situation becomes more complicated as 𝑟 tends to-
wards 𝑟𝑐 ≈ 3.56… since the system undergoes a cascade
of bifurcations where each bifurcation corresponds to

a doubling of the period of the trajectories. There is an
infinite number of bifurcation when we increase 𝑟 till 𝑟𝑐.
We cannot analyze an infinite number of situations in-
dividually, but physicists and mathematicians point out
that all these bifurcations are actually more of the same:
they correspond to a doubling of the period. To discuss
the situation, they analyze the generic process of period
doubling when 𝑟 becomes close to 𝑟𝑐, and this leads to
relevant predictions (Feigenbaum, 1980). The situation
is analogous to the analysis of fractals: fractals look het-
erogeneous with qualitative patterns at all scales, but
all scales are symmetric and a generic analysis is then
possible.

This discussion applies mutadis mutandis to proba-
bilistic models. In these models, sets of possibilities
are endowed with probabilistic weights which are used
to analyze the intended phenomena. Sets of possibili-
ties with probability 0 are considered irrelevant, they are
not forbidden but never happen in practice and thus do
not play a theoretical role. As a result, discussing their
specific properties is not required. Mathematicians call
”almost sure” the properties which are met in all cases
except for a subset of probability 0. Being almost sure is
a form of genericity which aims to disregard irrelevant
qualitative cases. For example, in statistical mechanics,
the probability of a configuration with an entropy be-
low the maximum is 0. Thus, only some macroscopic
possibilities are relevant.5 Let us emphasize this point.
In statistical mechanics, all microscopic states are possi-
ble. These possibility spaces include all kinds of patterns
that are remarkable for a human observer. For example,
some molecules may happen to be aligned in a gas at a
given time. These patterns may even include letters and
words. However, these patterns are purely accidental,
they are not sustained, and they do not play a particular
causal role. Instead of discussing these patterns, the the-
ory focuses on generic properties. These generic proper-
ties are robust and enable physicists to ultimately restrict
the discussion to relatively simple equations such as the
ones of thermodynamics. In general, physical models
and theories restrict the discussion to generic properties
and do not have to examine the specific properties that
some individual microscopic states display.

By contrast, we think that the relevant properties
of symphonies are not generic or at least they are not
generic properties of the set𝑀𝑠 of music scores. Indeed,
all music scores do not make sense as symphonies. There
are attempts to consider generic properties of a given
musical style (usually the style of a specific author or in-
terpret) and then to generate new music scores or sound-
tracks verifying these generic properties (Pachet & Roy,
2014; Papadopoulos et al., 2016). These attempts use ma-
chine learning in combination with a few generic criteria
that musical patterns are assumed to follow. The aim is

5This is valid, for example, in a situation without energetic con-
straints and with an infinite number of particles.
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to obtain a generic generator of acceptable soundtracks
and thus to define and explore sets that have generic
regularities that are assumed to be musically relevant.
However, these generic regularities are not written in the
algorithm, and they are not pre-stated (except for the
generic criteria mentioned above). Instead, they are ex-
tracted by machine learning. Thus, the individual works
of the musician rigorously preexist the definition of the
generic properties extracted from machine learning and
not the other way around. It follows that these generic
sets are specific to the past of an individual composer or
style and are subordinated to it. Moreover, assuming
that there can be genuine qualitative novelties that re-
sult from probing these sets, there is no guaranty that
they would be musically interesting.

Let us now conclude on this part. In physics (and
epistemologically similarmodeling approaches), the rele-
vant properties are usually generic properties. Physicists
understand systems whose states are in enormous sets
thanks to these generic properties and not by the specific
properties of the individual possibilities (the elements
of these sets). In the case of music, the set of possible
music scores differs from the set of possible symphonies.
For “the musician [to have] a precise and complete idea
of the symphony”, she needs at least to consider a possi-
ble music score as a possible symphony. In other words,
our definitions should enable us to discriminate accept-
able symphonies from music scores without a musical
relevance. A fair generic description of acceptable sym-
phonies would require a generic understanding of how
symphonies work in the sense of having a musical mean-
ing where the various possibilities would be understood
collectively. There are two issues in reaching such a
generic understanding of symphonies.

First, musical meaning is not an intrinsic property of
a sequence of musical signs. Instead, musical meaning
takes place in a historical, cultural context. For example,
Erik Satie’s or Moondog’s work would probably not
have made much sense for Bach. As a result, musical
meaning is not just a function of the music score but also
depends on the cultural context. Even though comput-
ers can transform music scores into sound automatically,
a human interpret needs to be able to make sense of the
music score. The situation is extremely similar to the
reading out loud of a text which is very different when
the text makes sense to the reader and when it does not.

Second, musical meaning depends on the specific ar-
rangement of a musical piece and its many interwoven
patterns (Mazzola, 2012). There are different qualitative
patterns in music scores that may or may not make mu-
sical sense for readers. These patterns and their possible
recurrences are specific properties of an individual sym-
phony. The precise idea of a symphony includes these
patterns and the meaning that they may evoke.

2.3. Novelty in chaotic dynamical systems
In this section, we will consider a dynamical system

which should help to understand why the concepts of
generic versus specific properties are necessary to avoid
misconceptions about the concept of possibility. Let
us consider an initial condition 0 ≤ 𝑥 < 10 and its dec-
imal expansion 𝑥 = 𝑥0.𝑥1𝑥2𝑥3… . Then, we can define a
dynamical system 𝑢0 = 𝑥 = 𝑥0.𝑥1𝑥2𝑥3… , 𝑢1 = 𝑥1.𝑥2𝑥3… ,
𝑢2 = 𝑥2.𝑥3… , ….

This dynamic is chaotic in the sense that more and
more precise aspects of the initial conditions dominate
the trajectory. For example, the integer part of 𝑢10 is the
10th decimal of the initial condition. Now, instead of
using the decimal expansion, it is possible to use base
2 to obtain a binary representation of 𝑥 or instead to
use base 27 and letters (and space) as symbols for digits.
Let us do the latter and use the initial condition 𝑥 =
𝑤.ℎ𝑒𝑛 𝑎 𝑚𝑢𝑠𝑖𝑐𝑖𝑎𝑛 𝑤𝑟𝑖𝑡𝑒𝑠 𝑎 𝑠𝑦𝑚𝑝ℎ𝑜𝑛𝑦… (with the rest of the
initial condition following our translated quotation of
Bergson). Then the integer part of 𝑢𝑛 spans the text of
Bergson.

Does the dynamics 𝑢𝑛 tell us something about Berg-
son’s text? Yes, in the sense that the text is a sequence
of letters. However, this is valid for any text. Actually,
another initial condition would have generated one of
Shakespeare’s play. Sadly, most of the initial conditions,
that is to say, most real numbers, lead to texts that are
meaningless for humans.

Chaotic dynamical systems may have rich dynamics,
but, in a precise sense, they are not creating something
new. Mathematically, the richness of their patterns stems
from the fact that they are digging deeper and deeper
into their initial conditions. Their analysis focuses on the
way in which the dynamics are transforming the initial
conditions, not the specific pattern stemming from a
given initial condition.

It is not a generic property of the dynamics 𝑢𝑛 to
generate ameaningful text. Themathematical analysis of
the generic properties of 𝑢𝑛 does not involve the meaning
of Bergson’s text. In other terms, the odds to find initial
conditions of 𝑢𝑛 that generate Bergson’s text are almost
null. It is necessary to have written this text beforehand
to choose initial conditions leading 𝑢𝑛 to generate it.

A similar issue appears when Dawkins designs a toy
computational model of evolution to show that varia-
tion and selection can lead to a specific result: the string
𝐴. In this model, a population of strings evolves by ran-
dom variations and selection and converges towards 𝐴.
Fitness is defined by the proximity to 𝐴. Then, 𝐴 is spec-
ified before the dynamics and cannot genuinely be said
to emerge from it. Dawkins fully acknowledges this lim-
itation: “phrases were judged according to the criterion
of resemblance to a distant ideal target [...]. Life isn’t
like that” (Dawkins, 1986, p. 60). This kind of problems
does not disappear easily. For example, (Adams et al.,
2017) perform very interesting simulations of dynamical
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systems to study the appearance of innovations. How-
ever, when they allow dynamical rules to change, they
change among predefined possibilities.

2.4. Different notions of possibilities
Wepropose to depart sharply from a naive set-theoretic

view of possibilities, where the definition of a set would
define each of its elements as possibilities and each of
its subsets would be valid sets of possibilities. Instead,
we advocate a theoretical notion of possibilities, which
we also call explicit possibilities, where possibilities are
defined if and only if we define explicitly also how they
“work”, that is to say how they take place in an appro-
priate theoretical framework where they have meaning.
Our notion of possibility is based on what the theoreti-
cian can effectively express with her definitions.

Now, we can explain the conceptual articulation be-
tween the set of possible music scores 𝑀𝑠 and the pos-
sible symphonies. The set of possible music scores has
generic properties that are relevant for writing, writing
software or printing. These operations are its natural
theoretical context. Music scores are used to communi-
cate symphonies as a writing system, which means that
they are typically sufficient for constraining the receiver
for her to interpret some music scores as symphonies.
However, the theoretical construct used to define𝑀𝑠 is
not sufficient for a sound theoretical understanding of
symphonies themselves. This limitation is not just due
to𝑀𝑠 lacking generic constructs. Instead, the meaning
of musical possibilities lies at the individual level which
means that musical sense is not a generic property. Thus,
𝑀𝑠 may only be seen as a set of pre-possibilities for sym-
phonies and not as a set of explicit possibilities.

We call ”pre-possibilities” sets whose meaning is not
entirely explicit for the intended phenomena. Pre-possi-
bilities are usually possibilities defined in an initial theo-
retical context6 that are used in another context where
they do not meet the criteria of explicit possibilities.

Elements of a setmay have the status of pre-possibility
for epistemic or objective reasons. Epistemic reasons
correspond to a lack of knowledge, typically when the
generic definition of pre-possibilities can be completed
with other generic constructs that endow them with a sat-
isfying theoretical structure for the intended phenomena.
For example, a set of pre-possibilities can be endowed
with probability distributions. However, the status of
pre-possibilities can also have a more objective nature.
When specific properties of individual elements are what
matters, then we cannot transform a generic set of pre-
possibilities into explicit possibilities. Then, only some
pre-possibilities can be completed to be explicit possi-
bilities. In this case, the notion of new possibilities is
irreducible at the theoretical level.

6Indeed, a definition is needed to talk about a set of pre-possibilities.
As a result, pre-possibilities are defined for some operations.

In this second case, a set of pre-possibilities is fragile
theoretically since this set is not defined by an adequate
theoretical structure: it is irreducibly between two frame-
works. For example, music scores are fundamentally
between music and the concrete activity of writing. Mu-
sic scores are a limit case since they seem sufficient to
represent symphonies and to communicate them. Let us
illustrate the theoretical fragility of this set.

The relation between music scores and symphonies
is not as simple as an automatic mapping. Between the
music score and the symphonies played by an orchestra,
there are interpretations and musical phrasing which
lead to many versions corresponding to the same mu-
sic score. Moreover, if one defines generic music scores
strictly, then musical works will overflow this definition.
For example, frequent changes of time signatures were
foreign to classical music. Musical notations themselves
are adapted to different styles and may be seen as open-
ended. Amusical notation is not a fundamental invariant
of music. Thus, the notations do not definemusical possi-
bilities and composing symphonies is not an exploration
of the space of music scores. Instead, musical notations
enabled the practice of classical music and reciprocally
are determined by the historical changes in the practice
of music.

2.5. Conclusion on the paradox
The core of Bergson’s argument is the identity of

having a clear idea of a possible symphony and actually
composing it. If Alice thinks about the possibility of a
symphony and has an exhaustive account of this possible
symphony, this symphony exists and Alice is its author.
The issue that we have raised is that the set of possible
music scores𝑀𝑠 is mathematically well-defined and thus
is a candidate for stating that all symphonies are defined
as possibilities before they are conceived. However, the
generic definition of 𝑀𝑠 is not equivalent to defining
possible symphonies ahead of conceiving them because
criteria to make musical sense explicit are not embed-
ded in this description. They are not embedded because
musicality is not attached to generic, collective proper-
ties of the elements of 𝑀𝑠. Instead, musical meaning
corresponds to specific, individual properties of some
elements of 𝑀𝑠. Thus, we ultimately agree with Berg-
son: the possibility of a symphony does not preexist this
symphony.

3. Novelty and possibility spaces in biology

We will now apply our concepts to biology. In a first
section, we discuss a few examples of sets that are some-
times considered as possibility spaces when they should
be considered as pre-possibilities. Then, we discuss an-
other approach to novelty that stems from biophysical
models. This notion is weaker than the notion of new
possibilities but leads us to useful considerations proper
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to natural sciences. We finally elaborate on specificities
of biological novelties and discuss possible objections.

3.1. Application to biology
Some biologists and physicists consider that, in bi-

ology, mathematical spaces play a similar role than the
mathematical spaces of physics. We will study several
cases and argue that their role is closer to the one that
music scores play for symphonies.

3.1.1. The space of possible DNA sequences
As a first example, let us consider complete genetic

determinism, that is to say, the assumption that DNA
sequences entirely determine phenotypes. This view-
point is no longer dominant since the roles of the envi-
ronment (Gilbert & Epel, 2009) and of random factors
(Paldi, 2003; Heams, 2014; Montévil et al., 2016) are in-
creasingly becoming acknowledged. Nevertheless, it is
interesting to confront our notion of possibility with this
frame since its determinism seems incompatible with a
strong notion of novelty.

The space of possible DNA sequences, 𝐷𝑠, is the set of
finite sequences of the four symbols A, T, G, C. Under
the assumption of genetic determinism, 𝐷𝑠 is sufficient
to determine phenotypes. In the line of our former dis-
cussion, there are several possibilities for the relation
between DNA sequences and phenotypes.

i) This relation is generic and is conceptually simi-
lar to the situation in statistical mechanics where
generic properties of microstates are causally rele-
vant. In this context, it is fair to say that all possi-
bilities are predefined.

ii) The relation between DNA sequences and pheno-
types is similar to the relation betweenmusic scores
and symphonies. It depends on individual sequences.
Let us recall that the space of music scores is ap-
propriate for music writing software or printing.
Similarly, the generic properties of the space of
DNA sequences would be appropriate to understand
methods like sequencing or phenomena like DNA
replication. However, it would not be sufficient to
state explicitly possible phenotypes. As such, 𝐷𝑠
would be a set of pre-possibilities.

The relation between DNA and phenotypes has never
been described explicitly by a generic causal structure.
The genetic code is a partial bridge between the two.
However, this generic relation between mRNA sequences
and amino acids sequences is not sufficient to determine
the proteome or even proteins. The relation between in-
dividual sequences and protein shapes has a complex
structure (Stadler et al., 2001). Moreover, determinants
of this relation include alternative splicing, epigenetic ef-
fects, non-coding RNA and the proteome dynamics itself
which all push the relation between DNA sequences and
the proteome away from a straightforward application

of the genetic code (David et al., 2013; Huang, 2009).
These phenomena tend to make gene expression contex-
tual and lead to consider that inheritance is the locus of
a coupling between physiology and evolution (Danchin
& Pocheville, 2014). At the evolutionary level, there is
a fundamental reason for the lack of a generic relation
between DNA and phenotypes: this relation is not a theo-
retical invariant and, a priori, nothing prevents it from
changing in evolution — except when changes lead to
non-viable variants. Current life forms include diverse
accumulations of such changes.

In conclusion, the space of DNA sequences 𝐷𝑠 is a
theoretical construct that is not sufficient to discuss the
phenotypes, starting with their viability. Then, the sta-
tus of 𝐷𝑠 w.r. to phenotypes is similar to the status of the
space of possible music scores 𝑀𝑠 w.r. to symphonies.
The latter is not sufficient to assess whether music scores
are symphonies or not. The functioning of organisms
is not a generic property that can be discussed on the
basis of the possible DNA sequences alone; it includes
specificities proper to different phyla and even proper
to some individuals. 𝐷𝑠 defines only pre-possibilities for
phenotypes. As a result, even in the framework of com-
plete genetic determinism, it seems necessary to consider
that new possibilities appear in evolution.7

3.1.2. Networks and shapes
The same reasoning applies to other mathematical

spaces used to describe living phenomena, such as net-
works of chemical interactions or spaces of possible bio-
logical forms.

An important extension of molecular biology dis-
cusses networks of interacting molecules, where inter-
actions are of a chemical nature. This extension defines
the field of molecular systems biology. However, bio-
logical organizations do not correspond to generic prop-
erties of these spaces (possible networks endowed with
one structure or another). Network structures are not
exhaustive since relevant properties are excluded such
as anatomical structures or physical forces. Remark-
able evolutionary novelties at the molecular level such
as molecular motors (Chowdhury, 2013), microtubules
(Karsenti, 2008), chromatin (Cortini et al., 2016) or fibers
(Barnes et al., 2014) are excluded from the discussion
because their causal role does not correspond to generic
chemical reactions. All these molecules are examples
of molecules with specific properties that appeared in
evolution. Chemical networks with particular properties
such as autocatalytic sets aim to capture a fundamental
property of cells (Hordijk & Steel, 2017) but the study

7 Here, genetic determinism is postulated without an explicit
generic causal rule linking DNA to phenotypes. This epistemologi-
cal status is to be contrasted with the deterministic frame of classical
mechanics where determinism follows from the generic application
of the Cauchy–Lipschitz theorem on the equations provided by the
fundamental principle of dynamics, see section 3.1.3.
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of their generic properties does not capture the specific
properties emerging in evolution.

Similarly, physicists interested in biological morpho-
genesis might want to consider the mathematical space
of possible forms in the usual three-dimensional space or
the possible positions of a finite number of cells in space.
These shape spaces might seem all-encompassing in that
they are typically used to describe biological shapes like
music scores are used to describe symphonies. However,
they are insufficient to describe many models of morpho-
genesis which typically involve chemicals (morphogens),
fibers, mechanical forces, etc. These elements are re-
quired to make any biologically meaningful analysis in
these spaces and are the historical outcomes of evolution.
As a result, relevant properties are not generic features
of these spaces which we relate to the critic of D’Arcy
Thompson by Gould (2002, chap. 11). These spaces
are interesting as pre-possibilities, like music scores for
symphonies, but they are not appropriate to prestate ex-
plicitly all possible organisms.

3.1.3. Biological possibilities and classical mechanics
We now discuss a more philosophical way to criti-

cize the notion of new possibilities and diachronic emer-
gence. The idea is to propose a putative definitive space
of possibilities by relying on physics, usually classical
mechanics, on the basis of a physicalist and reductionist
view of biology. In classical mechanics, a system such
as an organism or the biosphere should follow a specific
trajectory that follows from its state at a given time point,
where the state is defined as the positions and momenta
of the particles involved. We will call 𝑆 the space gen-
erated by these quantities. Note that this reasoning is
not entirely sound from a physical point of view but it is
common and interesting.8

Let us now analyze this situation precisely. The fun-
damental principle of classical mechanics states that, for
each particle, mass times acceleration equals the exter-
nal forces exerted on this particle. Therefore, we have a
huge dynamical system 𝜙 which is written on the basis
of generic forces. Determinism follows from the appli-
cation of the Cauchy-Lipschitz theorem which ensures
that this kind of dynamical system has a unique solution
for a given state at a time 𝑡0. In short, determinism is a
generic property of such dynamical systems. There are a
few other generic properties of these systems such as the
conservation of energy, of momentum, Etc.

However, it does not follow that this generic con-
struct would explicitly define the possibilities of bio-
logical evolution or biological organisms. Actually, the

8Organisms are open systems, with fluxes of matter and energy
that are not straightforward to describe in classical mechanics and per-
tain more to far from equilibrium thermodynamics. With the natural
history in mind, the only relevant isolated system would be the solar
system. Moreover, biology also involves chemical reactions which, in
physics, pertain to quantum mechanics and not classical mechanics.

sets involved have the same cardinality as real numbers,
and this cardinality implies that we cannot define indi-
vidually all their elements, as discussed in section 2.1.
Then, it is not sound to claim that biological possibilities
can be derived from physical ones without a very precise
discussion.

Nevertheless, we cannot conclude immediately that
this conclusion is wrong. We have to discuss whether
individual properties of the elements of the state space 𝑆
are theoretically relevant for biology. Since the system is
deterministic, these individual properties ultimately cor-
respond to the properties of the initial conditions w.r. to
𝜙. The question is then to assess whether generic prop-
erties of 𝜙 are sufficient to understand biological possi-
bilities, or on the opposite, if biology is mostly about
specific properties of the initial conditions of 𝜙. In this
deterministic frame, all contingent events come down
to specific properties of initial conditions. Therefore,
all arguments which state that such events are decisive
for biological phenomena (for example, Beatty, 1995;
Gould, 2002; Montévil et al., 2016) can be translated
into arguments to state that biology depends on specific
properties of these initial conditions. As a result, we do
not think that this system defines explicitly biological
possibilities. We provide further arguments in this sense
in section 3.3.

We have examined a few examples of putative all-
encompassing sets and shown that they are compatible
with our notion of new possibility. Like the situation in
music and unlike the one in statistical mechanics, these
spaces do not provide an explicit account of biological
possibilities.

3.2. Novelty and physical approach to self-organization
To understand development, several biologists and

physicists use the concepts of phase transitions, physi-
cal morphogenesis or the associated concept of physical
self-organization (Moore, 2012; Zhu et al., 2010; Saetzler
et al., 2011; Forgacs & Newman, 2005). Turing’s model
of morphogenesis (Turing, 1952) typically falls in this
category. Other examples are phase transitions such as
the formation of graphite mentioned in the introduction,
Bénard cells or flames. The corresponding models focus
on the formation of a qualitative “new” structure. These
concepts have different theoretical backgrounds (Ander-
son & Stein, 1985) but their mathematical approaches
to novelty are sufficiently close for us to discuss them
together.

The novelty described by these models constitutes a
paradigmatic case of diachronic emergence and typically
corresponds to a symmetry breaking (Anderson, 1972;
Longo & Montévil, 2014). In a nutshell, symmetries are
transformations which do not change an intended as-
pect of an object. This concept applies both to the usual
three-dimensional space and more abstract spaces. In a
symmetry breaking, the whole description of the object,
the state and the equations, initially follows a symmetry.
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For example, the system may be symmetric for all rota-
tions about a point, which means that all directions are
equivalent. After the symmetry breaking, one or several
directions are no longer equivalent to the others. Since
both the initial state and equations are symmetric, the
“choice” of specific directions does not derive from the
initial description and is random.9 Moreover, these new
directions are associated with specific properties and
thus correspond to a new qualitative behavior. As a
result, in these frameworks, novelty stems from the ran-
domness associated with the symmetry breaking. Nev-
ertheless, several related reasons restrict the strength of
this concept of novelty.

First, these phenomena are spontaneous and may be
repeated ad libidum. Inmodels, physical self-organization
is generic. It is usually sufficient to change the value of
a parameter for the new structure or dynamics to appear.
For example, it is sufficient to lower the temperature of
liquid water to trigger the formation of ice. There is ran-
domness in these phenomena but this randomness only
corresponds to the way in which the symmetry is broken,
or in other words the ”choice” of one direction or another.
The qualitative aspect of the pattern are always the same
(and actually all possible outcomes are equivalent). As
a result, contingency and a fortiori unpredictability do
not impact the qualitative outcome. This property weak-
ens the notion of novelty associated with these processes
(Stephan, 1999).

Second, physicists mathematize these phenomena on
the basis of invariance. Equations are crucial to under-
stand these systems and these equations do not change
during the formation of new structures, at least at the mi-
croscopic level. For example, dynamical systems follow
the same rules during the dynamics. Similarly, the same
equation describes the partition function before and af-
ter a phase transition. At the same time, the macroscopic
level includes a variable called the order parameter which
goes from being uniformly zero to having a non-trivial
value. Thus, we can say that the macroscopic equation
changes. Statistical mechanics is intrinsically ambiva-
lent since the microscopic equation does not change
while the macroscopic one does: there is a duality be-
tween the two levels. Nevertheless, this means that, at
the microscopic level, the causal structure remains the
same before and after the change. As a result, the new
patterns stem from a preexisting mathematical structure.
The spontaneous nature of these novelties follows from
the permanence of these underlying equations, and this
permanence justifies that the changes are generic: once
a parameter reaches a value given by the equations, the
novelty has to appear.

9This line of reasoning is very general, but the corresponding ran-
domness can be interpreted in different ways depending on the theo-
retical context. In classical mechanics and related deterministic frame-
works, this randomness stems from measurement: the state of a system
cannot be determined empirically with infinite precision which entails
unpredictability, see Longo &Montévil (2017) for a general discussion.

Third, the permanence of the equations corresponds
to the permanence of a causal structure. For example, a
phase transition is the transition of local fluctuations to
system-wide effects. The novelty follows from a causal
structure that is already relevant and already actual. We
propose then to distinguish virtual possibilities from
actual possibilities. Virtual possibilities do not follow
from the causal relations required to understand the ini-
tial situation. For example, Adams et al. (2017) uses
virtual possibilities by writing a dynamical system which
switches between unrelated rules. By contrast, actual
possibilities are possibilities which may be qualitatively
different but are nevertheless entailed by the relations
between the parts of a system before the possibility be-
comes actualized. In physical models, the novelty is not
just virtual in the initial situation; its formal ingredients
are already there. Therefore, the new patterns were ac-
tual possibilities before their appearance.

Fourth, in these frameworks, the formation of a new
structure is generally punctual: below a given value of
the control parameter, the new structure does not appear,
and it does appear above this value. The only middle
ground corresponds to a point. Examples include phase
transitions or bifurcation points for dynamical systems.
It is simple to understand this when the formation of
the structure corresponds to a symmetry breaking. Let
us recall that a symmetry breaking is a transition from a
symmetric situation to a situation with fewer symmetries
such as the transition from being symmetric by rotation
to having special directions. Since having a given set of
symmetries is a property that is either met or not, the
transition from the first to the second is an all or nothing
phenomenon. Because these transitions are all or noth-
ing, they cannot be decomposed and thus are elemen-
tary. Being elementary, they are easier to trigger than
more complex novelties. In short, the punctual nature
of the appearance of these new structures corresponds
to their elementary nature and contributes to explaining
why such changes occur spontaneously.

Fifth, in these models, the set of qualitatively dif-
ferent macroscopic patterns is usually very small. The
examples in the beginning of this discussion lead to a
finite and actually a small number of such possibilities
which means that they can all be predicted, provided
that the equations describing them remain valid. By con-
trast, following our discussion in section 2, the notion of
new possibilities becomes irreducible when all relevant
qualitative cases cannot be analyzed.

Last, these systems are mostly ahistorical, and this
is crucial for the concept of novelty. It does not matter
whether a volume of liquid water used to be in a solid
state in the past or if it is the first time that this specific
volume of water transforms into ice. The transformation
from liquid to ice is the same independently of whether
the past of the system includes this state or not. In this
sense, the exploration of macroscopic possibilities has
no permanent consequences for the system beyond the
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permanence of the realization of these possibilities. By
contrast, novelties in biology can have consequences that
are not limited to their preservation. The appearance
of feathers in some dinosaurs has led to changes in the
organizations of these dinosaurs over evolutionary time
scales which means that the impact of this appearance is
not limited to the permanence of the novelty. Similarly,
the specific way in which a two-legged goat learned to
walk has led to anatomical accommodations which fa-
cilitate this behavior (West-Eberhard, 2003). Biological
novelties typically lead to changes beyond just their ap-
pearance.

Let us conclude on the concept of novelty in these
frameworks. We do not aim to criticize the idea that
these models correspond to a genuine and objective no-
tion of novelty. However, this notion is a weak one for
all the reasons above. In particular, it is insufficient to
justify and understand the concept of new possibilities
or the historical nature of biological phenomena. These
physical novelties correspond to elementary, punctual
and generic processes.

3.3. What matters for organisms
3.3.1. The importance of functions

In the previous discussion, we have left implicit what
matters in the causal structure of organisms. We think
that the proper understanding of organisms or species
has to include themany functions that contribute to their
organization, survival, and reproduction. As a result,
biology has a special interest in parts that are functional
and in what they do. This reasoning is at least partially
in line with Mayr’s statement quoted in introduction
(Mayr, 1963). It follows that generic spaces which do
not articulate these aspects cannot provide an explicit
account of biological possibilities. They can play an
explanatory role, but only as pre-possibilities.

Our perspective, here, differs from phylogeny where
structures and more precisely synapomorphies (shared
novelties) are used to classify organisms. This methodol-
ogy has been chosen because phylogeny aims to assess
genealogical relationships. In our terminology, the best
properties for phylogeny are the ones that are sufficiently
specific to be unlikely to appear several times in evo-
lution and at the same time generic and stable enough
to be shared by genealogically close individuals, up to
possible variations. Concerns in discussing functions
stem from the idea that similar functions can mold struc-
tures towards the same optimal shape so that genericity
could be obtained without common descent. However,
we can point out that the same applies to elementary
morphogenetic processes. For example, Thom’s catas-
trophe theory provides a systematic, ahistorical classi-
fication of at least some of these processes. In the case
of morphogenesis, Wagner & Lynch (2010) uses gene
networks called character identity networks precisely to
ensure the specificity of the novelties. Ultimately what

matters is the specificity of the novelty in combination
with its theoretical relevance.

We will now provide a further justification of the im-
portance of biological functions. As a thought experi-
ment, let us consider entirely silent point mutations that
are subject to drift, that is to say, fixation for purely sta-
tistical reasons. Assuming there is no lateral transfer and
that the sequences are very long, the proximity of two se-
quences have vanishingly small chances to be obtained
without genealogical proximity. This is due to the huge
number of possible sequences which prevents ergodicity
in practice, that is, the exploration of the full possibility
space, see Longo et al. (2012). The uniqueness of the out-
come is useful to reconstruct genealogies, but it does not
mean that the theoretically relevant causal structure is
specific. On the opposite, this situation is perfectly well
described by the generic process of drift and equiprob-
able mutations. The causal analysis of the situation is
provided by the generic analysis of such a process. By
contrast, if there is a feedback between the specificity of
a situation and the causal analysis, then there is a strong
historicity that prevents the specific situation to be sub-
sumed by a generic analysis. In biology, we then posit
that historicity stems from the coupling between speci-
ficity and functionality. In the following discussion, we
will focus on novelties which are associated with biologi-
cal functions.

Biological functions may be interpreted in different
ways depending on the level of description and the the-
oretical perspective of interest. We discuss two main
philosophical accounts of biological functions, and we
consider that they are not mutually exclusive. The first
framework is called the selective effect account of func-
tions. In this account, heritable traits are functional
when, in a nutshell, their consequences have led them to
be positively selected (Godfrey-Smith, 1994; Millikan,
1989; Neander, 1991; Garson, 2016). The second frame-
work is called organizational and states that functionality
stems from being included in the circular causal struc-
ture that characterizes organisms (Mossio et al., 2009;
Montévil & Mossio, 2015). This perspective is in line
with former works of Varela et al. (1974), Rosen (1991)
and Kauffman (2002). In the framework of closure of
constraints, functional parts are called functional “con-
straints”. A constraint is defined by its causal role with
respect to a process and its stability at the time scale of
this process: it is not consumed nor destroyed by the
process. Let us call 𝒞 the set of constraints that are part
of an organism. For a constraint 𝑐 to be in 𝒞, 𝑐 needs to
act on at least a process generating another element of
𝒞 and to depend on at least another element of 𝒞. In
a nutshell, constraints of an organism are collectively
mutually dependent (Montévil & Mossio, 2015; Mossio
et al., 2016). Since the existence of these constraints de-
pends on their consequences via the other constraints of
𝒞, it is relevant to interpret them as being functional.

Before elaborating on the consequences of these frame-
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works on novelties, let us consider the reciprocal ques-
tion and remark that novelties make it possible to discuss
differences between the selective effect and the organiza-
tional accounts of functions. Novelties that are restricted
to an individual such as the two-legged goat mentioned
in section 3.2 cannot be etiological functions since they
are not heritable. However, they certainly can be func-
tional in the organizational sense. This example implies
that the organizational notion cannot be reduced to the
etiological one.

3.3.2. Novelties and functions
In both accounts of functions, relevant biological

novelties are not just the appearance of patterns. In
the selective effect account, defining a function requires
discussing its differential effect on the life cycle in a pop-
ulation. In the organizational account, the concept of
function directly involves the relationship between the
part of interest, associated parts, and ultimately the rest
of the organism. In both accounts, the relationships be-
tween the part studied and a larger whole are fundamen-
tal, and this applies to biological novelties inasmuch as
we assume that they are functional.

As mentioned in the previous section, novelties in the
sense of a single symmetry breaking are limited by the
fact that they have no lasting impact beyond the main-
taining of the novelty itself (that is the maintaining of
the symmetry breaking). It is not the case for functional
novelties. In the organizational account, biologically rel-
evant novelties are constraints that become a part of the
organization. By definition of an organization, a rele-
vant novelty i) contributes to the maintaining of at least
another constraint of the organization and ii) is main-
tained by processes which are canalized by at least an-
other constraint of the organization. Then, by contrast
with the physical novelties in the previous section, the
appearance of a biological novelty is generally not punc-
tual. The relations leading to i) and ii) do not necessarily
appear simultaneously. The appearance of a biological
novelty is then a composite event that corresponds to
the integration of the novelty to an organization. In this
framework, the focus on functions does not mean that
just the role of a part is considered. Instead, it means that
both criteria i) and ii) are met. The constraint plays a role
and this role is performed in a specific manner by gener-
ating other constraints. However, this is not sufficient,
and it is also necessary to make explicit its dependence
on other constraints. The taking into account of these
relations means that the organizational framework re-
duces the gap between purely functional and structural
perspectives on novelties. Moreover, the integration of a
constraint to an organization is not restricted to the min-
imum requirements i) and ii). Instead, this integration
may become more intricate over time by the articulation
with various other, possibly new constraints.

The point is that the theoretical description of func-
tions is no longer elementary in relational accounts such

as closure of constraints. For a functional constraint to
be an explicit possibility, it is required to define it and
to show that i) and ii) are met and lead the constraint to
be a part of closure. We illustrate this by discussing a
few cases.

• Let us consider a part that can be described with
the (bio)physical concepts andmodels discussed in
the previous section. Then, changing the value of
a parameter leads to a new constraint. At the level
of the part, the constraint appears as the generic
result of a causal structure that is already actual,
it corresponds to an actual possibility. However,
these models are not self-sufficient since the inscrip-
tion of the new constraint in organizations is not
made explicit. More precisely, condition ii) can be
met ”for free” in some cases since the constraints
described by the models are already actual and are
presumably maintained by other constraints.
Now, if the relation between the new constraint and
the organism can be deduced from the current state
of affairs, then this new constraint was an actual
biological possibility before it appeared.
If not, the new constraint is an actual biological
pre-possibility. In this case, the novelty does not
stem just from the new constraint per se but instead
from its inscription in the organism. Its possible
role, i), is not predefined.

• Let us assume that a functional role is associated
with a part. Then, this role may enable us to define
a specific pre-possibility as biologically relevant.
Several biophysical models uses this argument (for
example, Lesne & Victor, 2006; West et al., 1999).
For example, the specific situation may be optimal
w.r. to this role or have functionally remarkable
qualitative features. Then the new constraint ap-
pears as a specific pre-possibility in the description
of the part, but it can be seen as a generic out-
come when taking into account its functionality.
In this case, it is condition i) which tends to be met
directly. But it is not always the case since the spe-
cific situation may require a reorganization of the
way the role of the functional part is performed.
Moreover, condition ii) is not met a priori since
this situation is not generic in the description of
the part and thus requires an explanation. For ex-
ample, being at a bifurcation point requires the ad-
dition of an entirely different regulatory dynamics
(Camalet et al., 2000).

• Now let us consider one or several new constraints
that were not actual possibilities before they ap-
pear. In this situation, the novelty is a virtual bio-
logical possibility if its articulation is also defined
and a virtual biological pre-possibility if it is not.
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For example, Adams et al. (2017) define a compu-
tational dynamics with changes of dynamical rules
along the dynamics. The mathematical structure
of these rules cannot be deduced from each other.
As a result, when one rule is actual the alternative
is virtual: its possibility is not deducible from the
current state of affairs. If the new constraint is ele-
mentary, it corresponds to a next adjacent possible
in Kauffman’s vocabulary (Kauffman, 1996; Longo
et al., 2012).

In the two first cases, the new constraint itself can
be defined as a generic outcome, either as a result of a
morphogenetic process or for functional reasons. How-
ever, this is not usually sufficient to describe the new
constraint as a possible part of the organization since its
articulation with the organization is not made explicit.
This articulationmay even be impossible or require many
other changes. The generic definitions of the constraints
do not show explicitly that these generic constraints can
be articulated to the organization and how. As a result,
they are only pre-possibilities. Then, the appearance of
the new functional constraint corresponds to a new pos-
sibility.

In the last case, the new constraint is neither an ac-
tual pre-possibility at the level of the part nor generic
from a purely functional point of view. This constraint
is not deduced from the causal structure of the initial
organization. As a result, its description must have an-
other origin. In the example considered (Adams et al.,
2017), the new rules were postulated as a way to perform
simulations. In a more biological perspective, it is possi-
ble to define virtual possibilities by analogy with other
phyla. In any cases, we consider that virtual possibilities
are not genuine possibilities because they are not actual
possibilities: they do not stem from the relations needed
to understand the current state of affairs. Should they
get actualized, then they are new possibilities.

At this point, we have not argued whether the status
of pre-possibility is objective or epistemic as defined in
section 2.4. In general, we define possibilities as actual,
generic possibilities in the initial situation at the level of
organizations. The latter implies that they meet condi-
tions i) and ii). This objective, positive notion of possi-
bility allows distinguishing artificial constructs such as
virtual possibilities from genuine possibilities.

Wewill now argue that there are objective new biolog-
ical possibilities. Wementioned in the preceding section,
point three, that physical models of morphogenesis are
based on a causal structure that is already actual and not
merely virtual. In biology, this perspective is not valid
in general. For example, let us consider two novelties,
where the second novelty requires the first novelty not
only to appear but also to acquire a biological meaning.
In other words, the emergence of the first novelty is a
necessary ingredient for the second novelty to be able to
play a functional role. Then, the causal structure of the

second novelty is clearly not involved in the causal struc-
ture of the initial situation. For example, articulated
jaws enabled teeth such as molars which can crush food.
However, crushing food with the mouth was and still
is not an actual possibility at all for Chordates without
articulated jaws.

This difference between physical morphogenesis and
biology should not come as a surprise, even from a re-
ductionist point of view. Physical morphogenesis is a
framework for systems which are made from predefined
components and boundary conditions and aim to derive
the appearance of a new structure from these already ex-
isting interactions. Biological changes are not bound by
these limitations.

A part may be involved in the appearance of other
new possibilities, and this form of causation has been
called enablement (Longo et al., 2012; Longo & Mon-
tévil, 2013b). One of the core processes of evolution is
the iterative appearance of novelties on the basis of al-
ready existing organizations. This iterative process is
central to the open-endedness of biological evolution.
Then, a novelty may become deeply integrated into cer-
tain biological organizations, making its complete dis-
appearance unlikely to be viable. For example, thyroid
hormones appeared and are shared among vertebrates.
Some of their effects are largely conserved (Tohme et al.,
2012) but others are highly specific such as their role
in many specific metamorphosis processes (Holzer &
Laudet, 2015).

To sum up, biological novelties are not elementary
events. Instead, they involve the integration to an or-
ganization, a life cycle and an environment and this in-
tegration typically involves a sequence of changes. It
justifies that biological novelties are specific even when
some aspects of them are generic. As a result, biologi-
cal changes involve non-generic changes, and we think
that the concept of new possibilities is fundamental for
biology.

3.4. Responses to possible mathematical objections
A possible mathematical argument against the notion

of new possibilities in biology is based on dynamical sys-
tems. Some dynamics are indeed very rich in the sense
that they can generate many patterns. For example, the
dynamical system described in section 2.3 can generate
all possible strings of characters. However, as discussed
in the same section, it is not sufficient for a dynamics to
be able to generate a pattern of interest for this dynam-
ics to actually explain this pattern, that is to say for this
pattern to be an explicit possibility of this system. If this
pattern stems from a specific initial condition, then this
pattern is actually more a property of the specific initial
condition than of the rule of the dynamics per se. There-
fore, it is necessary (from a statistical or metric point
of view) to artificially choose the initial condition that
leads to this pattern for the pattern to actually appear.
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Another mathematical counterargument states that
we can propose abstract spaces so large that they can
accommodate everything that biologists can encounter
(for example a space of infinite dimension). This argu-
ment differs from the discussion in section 3.1 since this
mathematical space is explicitly built without an interpre-
tation (unlike the spatial position of cells, for example).
The response remains similar; these spaces are not en-
dowed with mathematical structures such as equations
that would make their biological meaning explicit. As
such, these spaces do not enable scientists to state bi-
ological possibilities, and do not oppose the notion of
new possibilities.

Last, a possible objection is based on the following
operation: after the observation of a new possibility, this
new possibility can be added to the initial set of possi-
bilities. There are two possible relations between a set
of pre-possibilities 𝑆 and a situation 𝑎 which does not
correspond to generic properties of 𝑆. First, 𝑎 may be an
element of 𝑆. Second, 𝑎 may be outside 𝑆. Going from
one of these two situations to the other is to a certain
extent arbitrary because 𝑆 can be extended a posteriori
by adding new possibilities. However, in both cases, the
properties of 𝑎 remain non-generic in the initial descrip-
tion which means that there is objectivity in describing
𝑎 as a new possibility even if we accept this retrospective
theoretical move.

Now, a further counter-argument would be to change
the definition of 𝑆 a posteriori so that the new possibility 𝑎
becomes generic. This objection requires a precise discus-
sion. Let us call 𝑆(𝑡) the possibility space at time 𝑡. If the
observer witnesses a new possibility at time 𝑡′ > 𝑡, then
the possibility space 𝑆(𝑡′) is larger than 𝑆(𝑡). The opera-
tion that we have described in the previous paragraph is
retrospectively to consider 𝑆𝑡′(𝑡), the space of possibility
at time 𝑡 on the basis of a novelty that appeared between
𝑡 and 𝑡′. Bergson calls conflating 𝑆𝑡′(𝑡) and 𝑆(𝑡) the ret-
rospective illusion. This illusion may be compared with
the situation in usual probabilities. Using the result of a
random drawing to describe the initial condition makes
it always possible to describe the process as determin-
istic which is clearly wrong at this level of description.
The novelty used to define 𝑆𝑡′(𝑡) by comparison with 𝑆(𝑡)
does not come from the actual behavior at 𝑡 or before,
ex hypothesi. The cost of conflating 𝑆𝑡′(𝑡) and 𝑆(𝑡) is that
the definition of 𝑆𝑡 depends on ulterior phenomena and
becomes a finalist description: this methodology has a
bias towards a specific outcome by excluding many al-
ternative changes which are not taken into account.

4. Conclusion

In this paper, we discuss the concept of novelty in
music and biology, and we justify the notion of new pos-
sibilities. Our argument starts with a paradox stemming
from the analysis of Bergson’s work. For Bergson, the

possibility of a symphony does not preexist to its concep-
tion because knowing the possibility of the symphony
implies that the symphony exists. However, we point
out that the set of possible music scores is mathemati-
cally well-defined and this set seems to define all possi-
ble symphonies. The confrontation of this two lines of
reasoning constitutes a paradox.

To solve this paradox, we have shown that defining
a set is not the same as defining each of its elements indi-
vidually. More generally, generic, collective definitions
and reasoning cannot be conflated with reasoning on
individual elements. In physical models and theories,
generic properties of sets of possibilities are the theoreti-
cally relevant properties. As a result, physicists can dis-
cuss huge possibility spaces where the physical, causal
properties of these possibilities are made explicit. By
contrast, in music, an examination of individual music
scores is ultimately necessary to discuss their musical
meaning.

We then define explicit possibilities, which are en-
dowed with an explicit discussion of the relevant prop-
erties. When sets are infinite, explicit possibilities re-
quire the genericity of the relevant properties, except
for a finite number of specific cases. By contrast, pre-
possibilities are relevant sets which do not meet the cri-
terion of possibilities. When the relevant properties are
specific, the status of pre-possibility is not due to a lack
of knowledge, and the notion of new possibility is objec-
tive.

In biology, some mathematical structures are often
assumed to be sufficient to represent or even determine
organisms. For example, complete genetic determinism
assumes that DNA sequences are sufficient to determine
phenotypes. We show that even this extreme assumption
is compatible with the idea of new possibilities because
such constructs define pre-possibilities and not possi-
bilities. For example, there is no generic relation be-
tween genotypes and phenotypes. Instead, this relation
changes in evolution. Organisms have specific features
that are not covered by the generic properties of math-
ematical structures such as sequences of nucleotides.
Then, the theoretical roles played by such spaces cannot
be compared with the ones in physics, where the causal
structure of the possibilities is made explicit.

We also discuss the idea that biological situations
could be seen from the perspective of classical mechan-
ics, with a fixed possibility space and dynamical rule.
We show that there is no reason to think that biologi-
cal properties are generic properties of such a system
which means that biological explicit possibilities are not
necessarily derived from the physical ones. This reason-
ing is based on the weight of historical contingency in
the determination of biological processes and provides
a strong argument for diachronic emergence in biology.

We analyze novelty in some physical models. We
use these examples to distinguish virtual possibilities
from actual possibilities: the latter are the result of a
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pre-existing causal structure that is already taking place.
In these models, the concept of novelty is objective but
weak since these novelties are generic, actual possibilities
before they appear.

In biology, we argue that a strong notion of novelty
is given by situations which are specific before being
actualized and are associated with functions. Processes
leading to specific outcomes are the ones which are likely
to have a unique origin. However, they are not sufficient
to argue that new possibilities are relevant. Drift in
huge spaces provides a weak form of historicity that
can be analyzed by generic equations. By contrast, as
discussed in section 3.3.1, if there is a feedback between
the specificity of a situation and the causal analysis, then
there is a strong historicity that prevents the specific
situation to be subsumed by a generic framework. From
this perspective, we think that functional novelties have a
special role. Then, we discuss the properties of biological
novelties and show that they are composite. As a result,
even in cases where partial generic predictions can be
performed, functional novelties are typically specific.
As a consequence, we think that the concept of new
possibilities is a fundamental biological concept.
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